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Outline
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Type of Data

Taken from M. Bronstein. CVPR Tutorial 2017 3



Structured Data

• String

• Tree

• Graph
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String

Taken from: Marçal Rusiñol et al: Symbol spotting in vectorized technical drawings
through a lookup table of region strings. PAA 2010
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Tree

R. Raveaux et al:
Structured representations in a content based image 
retrieval context. J. Visual Communication and Image 
Representation 24(8): 1252-1268 (2013)
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Graph
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Adjacency Graph

8



Region Adjacency Graph

Impact of noise on Graph-Based Representation 9



Neighborhood graph
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Skeleton Graph
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Graph of molecule : Chemoinformatics
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Domain structure vs Data on a domain

Taken from M. Bronstein. CVPR Tutorial 2017 13



Fixed vs different domain

Taken from M. Bronstein. CVPR Tutorial 2017 14

1D,2D, 3D shapes
(Different graphs)



Structured data

• We will focus on graphs:
• Graph as a generalization of Euclidean data : vector, matrix, tensors ….

• Graphs as a generalization of strings and trees.

• By nature, data are more likely to be graphs.
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Graph-based problems

• Graph classification/clustering/regression

• Vertex classification/clustering/regression

• Graph matching

• Graph distance

• Graph-based search
• Subgraph search
• Subgraph spotting
• Similarity search

• Graph prototypes
• Median graphs/ Super graphs

IA is the set of  tools

to solve these problems
: Modelisation, Machine 
learning, Optimization … 
…
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Graph classification

Taken from M. Bronstein. CVPR Tutorial 2017 17

1. cancerous or 
not cancerous 
molecules

2. determination 
of the boiling 
point

Molecular graph



Vertex classification 

Taken from M. Bronstein. CVPR Tutorial 2017 18



Vertex classification/clustering

Taken from M. Bronstein. CVPR Tutorial 2017 19



Graph matching

• Mettre vidéo graph matching
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Graph matching
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Graph distance

How similar are 
theses graphs ? 

22



Graph-based search
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Median graph

d1
d2

d3
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What do we need to solve these problems ? 

• Modelisation, Machine learning, Optimization, …:

• Graph space: 
• Graph matching

• Combinatorial problems (NP-Hard)

• Graph embedding:
• Embedded of graphs/nodes/edges into a vector space.

• Explicit embedding:
• Through feature extraction (handcrafted or end-to-end learning)  or dissimilarities

• Implicit embedding:
• Through graph kernel
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Graph Neural Network

Taxonomy:
Graph/node embedding

Explicit embedding

Through feature extraction

End-to-end learning

27



Graph Neural Network

• Input: A graph

• Output: Node embeddings

• Assumptions: stationarity and compositionality

• The goal:
• Graph Neural Networks (GNN) perform an end-to-end learning including 

feature extraction and classification.
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The basics of artificial neural networks
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The basics of graph neural networks
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Adjacency matrix
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Degree matrix
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Key idea and Intuition [Kipf and Welling, 
2016]
• The key idea is to generate node embeddings based on local 

neighborhoods.

• The intuition is to aggregate node information from their neighbors 
using neural networks. 

• Nodes have embeddings at each layer and the neural network can be 
arbitrary depth. “layer-0” embedding of node u is its input feature, 
i.e. Fu.
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GNN: a pictorial model
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Simple example of f
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2 issues of this simple example

• Issue 1:
• for every node, f sums up all the feature vectors of all neighboring nodes but 

not the node itself.

• Fix:  simply add the identity matrix to A

• Issue 2:
• A is typically not normalized and therefore the multiplication with A will 

completely change the scale of the feature vectors.

• Fix: Normalizing A such that all rows sum to one:

36



Altogether: [Kipf and Welling, 2016]
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• The two patched mentioned before +

• A better (symmetric) normalization of the adjacency matrix



More complexe models [Nowak et al., 2017]
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GNN as an encoder
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Applications and losses

• Let us recall that Z is the output the GNN
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Unsupervised learning

• The graph factorization problem is the problem of predicting if two 
nodes are linked or not.

• Where is a similarity measure between two nodes embeddings

• Variation of graph factorization
• DeepWalk [Perozzi et al., 2014] 

• node2vec [Grover and Leskovec, 2016]
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Supervised learning

• Node classification : social network

•
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Supervised learning

• Node classification :
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Supervised learning :Node classification

• Last layer:

• For the last layer the activation function is a softmax activation 
function.

• The loss :
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Supervised learning:

• Graph classification

• A global average pooling layer must be added to gather all the node 
embeddings of a given graph.

• Z’ can be fed to a MLP for classification

• The loss is the cross entropy
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Semi-Supervised learning:

• Node classification:
• the problem of classifying nodes in a graph, where labels are only available 

for a small subset of nodes.

• where label information is smoothed over the graph via some form of explicit 
graph-based regularization

• Assumption is that connected nodes in the graph are likely to share the same 
label (class).
• This is true for instance for a neighborhood graph.
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Some applications

• Node classification on citation networks. 
• The input is a citation network where nodes are papers, edges are citation 

links and optionally bag-of-words features on nodes. The target for each node 
is a paper category (e.g. stat.ML, cs.LG, ...).
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Matrix completion

• Graph regularization: Matrix completion is the task of filling in the missing entries of a partially observed 
matrix. A wide range of datasets are naturally organized in matrix form. One example is the movie-ratings 
matrix, as appears in the Netflix problem: Given a ratings matrix in which each entry (i,j) represents the 
rating of movie j by user i. When users and movies are organized as graphs then graphs can be used to 
regularized the matrix completion problem.
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Image/molecule classification

• Graph classification: An image is represented as a graph: based on 
raw pixels (a regular grid and all images have the same graph) or 
based on superpixels (irregular graph)
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Summary on GNN
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Next part
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Graph kernel

Taxonomy:
Graph embedding

Implicit embedding

Graph kernel
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Graph kernel
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Graph kernel
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Kernel Trick
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Kernel Trick
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Kernel Trick
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Kernel Trick
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Kernel Trick
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Graph kernel : theoretical issues

• To design a kernel taking the whole graph structure into account 
amounts to build a complete graph kernel that distinguishes between 
2 graphs only if they are not isomorphic 
• Complete graph kernel design is theoretically possible … but practically 

infeasible (NP-hard) 
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Graph Kernel Families

• Diffusion kernels (from similarity matrix) 

• Convolution kernel

• Walk kernel (from adjacency matrix)
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Graph embedding
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Summary on graph kernels

• Comparing paths of two different graphs is polynomial 

• Comparing subgraphs of two different graphs optimally is not 
guaranteed in polynomial time.

• Tradeoff between expressivity of the kernel and the computation 
time.

• Kernels have been extended to take into account numeric attributes.
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Some experiments

• Comparison between graph kernels and graph neural networks.

• Taken from : 
• How Powerful are Graph Neural Networks? (2018)

• Keyulu Xu, Weihua Hu, Jure Leskovec, Stefanie Jegelka
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https://arxiv.org/search/cs?searchtype=author&query=Xu%2C+K
https://arxiv.org/search/cs?searchtype=author&query=Hu%2C+W
https://arxiv.org/search/cs?searchtype=author&query=Leskovec%2C+J
https://arxiv.org/search/cs?searchtype=author&query=Jegelka%2C+S
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Distance onto graph space

• Graph comparison is not a trivial task
• Due to the wide range of patterns (i.e : comparing the number of nodes is not 

enough).

• Closely related to graph matching problems
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Graph distance : Intuition
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This solution costs:

𝑑 = 

𝑜𝑝𝑖 ∈ 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠

𝐶(𝑜𝑝𝑖)

Deletion Substitution Substitution Both

Vertices operations

• OP1: 1  ϵ C1

• OP3: 2  a                     C2

• OP4: 3  b C3

• OP6: 4  c C4

Edges operations

• OP2: (1,2)  ϵ C5

• OP5: (2,3)  (a,b) C6

• OP7: (3,4)  (b,c)                C7

• OP8: (2,4)  ϵ C8



• Notations

i

j

k

l

G1 G2

ij lk

x

x

y

Graph Distance : Modelling
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• Objective function:

Vertex substitutions Edge substitutions vertex deletions

vertex insertions edge insertionsedge deletions

Graph distance : Integer Linear Program
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substitutionsdeletion

Insertion

Insertion

deletion
substitutions

Vertices 

mapping 

constraints

Edges 

mapping 

constraints

Graph distance : Integer Linear Program
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• Topological constraints 

i

j

k

l

G1 G2

ij lk

x

x

y

Graph distance : Integer Linear Program
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Distance onto graph space

• NP-Hard problem
• Finding the optimal solution is not guaranteed in polynomial time.

• Models : ILP models

• Solvers : Exact and heuristic methods (Matheuristic)

Julien Lerouge, Zeina Abu-Aisheh, Romain Raveaux, Pierre Héroux, Sébastien Adam:
New binary linear programming formulation to compute the graph edit
distance. Pattern Recognition 72: 254-265 (2017)
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https://dblp.org/pers/hd/l/Lerouge:Julien
https://dblp.org/pers/hd/a/Abu=Aisheh:Zeina
https://dblp.org/pers/hd/h/H=eacute=roux:Pierre
https://dblp.org/pers/hd/a/Adam:S=eacute=bastien
https://dblp.org/db/journals/pr/pr72.html#LerougeARHA17


End-to-end learning techniques onto graph 
space
• Neural networks

• « Usually » deal with Euclidean data (vectors, matrices, tensors, …).

• deal with sequence -> RNN

• Wanted : Neural networks dealing with graphs
• Input : a graph

• Output : a graph (and a scalar)
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Graph Neural Network onto graph space

Key points: 
1. Each neuron is a graph
2. 𝜙 is a parametrized version the graph distance

86



Parametrized graph distance

• Each neuron is a graph

• The input is a graph

• We have 2 graphs :
• Graph distance computation

• Graph distance should be trainable

87



Learning the graph neural network

• One loss :

• Minimizer : 
• Gradient descent for the weights (𝛽)

• Graph distance solver for the y variables

Maxime Martineau, Romain Raveaux, Donatello Conte, Gilles Venturini, Learning error-correcting graph matching with a 
multiclass neural network, Pattern Recognition Letters, 2018
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https://www.sciencedirect.com/science/article/pii/S0167865518301107


Graph convolution neural network onto graph 
space
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Graph convolution neural network onto graph 
space
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Thank you

• Any questions ?
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